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Background

• Neighborhood components analysis (NCA) [2] is 

a supervised learning method that learns a 

transformation 𝐴 such that the average leave-

one-out (LOO) classification performance is 

maximized in the transformed space.

• Maximizing the LOO performance is equivalent 

to minimizing the 𝐿1 distance or KL-divergence 

between the predicted class distribution and the 

true class distribution.

• The reduction from the NCA 

formulation to SimCLR requires:

1. Estimating the expectation over 

the 𝐷𝑥
𝑎𝑢𝑔

by only 1 sample

→ 𝑳𝑽𝑨𝑹
2. The expected relative density of 

positives in the underlying data 

distribution is Τ1 𝑁

→ 𝑳𝑩𝑰𝑨𝑺
3. The probability induced by 

representation network are all 

equal to 1

→ 𝑳𝑴𝑰𝑿𝑼𝑷

• A Simple Framework for Contrastive Learning of Visual Representations —— SimCLR[1]
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Better standard, transfer, and adversarial performance. We train the representation network 

on CIFAR100 and test on both CIFAR10 and CIFAR100.
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