In drug discovery pipelines, computational methods have become of critical importance to allow virtual screening of large datasets of molecules and select promising candidates for further experimental validation. Graph Neural Networks (GNNs) based predictive models have been successfully applied to the task of predicting molecular properties [1], however their potential is still limited by their reliance on large quantities of annotated data to reach desirable performance. Several large databases of chemical compounds, like ZINC [2], counting millions to billions of samples have become available. Those provide massive amounts of unlabeled data and open up the way to unsupervised learning methods such as self-supervised learning.

We introduce a self-supervised framework tailored specifically for GNNs and molecular property prediction and evaluate its performance on a variety of benchmark datasets and GNN architectures. We also analyze the impact of the choice of input features on the benefits provided by self-supervision.

To apply GNNs, molecules are first converted into graphs where nodes represent atoms while edges represent chemical bonds between atoms.

To learn feature representations relevant to molecular property prediction downstream tasks, we chose to design the pretext tasks of our self-supervised framework around 3 different scales of molecules which are all relevant to predicting molecular properties:

- **Molecule level**: Although many self-supervised methods for GNNs only focus on node level pre-training, molecular properties are often related to global molecular level characteristics therefore it is important to consider pretext task associated with graph level representations. The molecule level pretext task is a multi-label classification task where the model is taught to recognize which fragments, from a predefined list of 2000 molecular fragments, are present in the molecule.

- **Fragment level**: Some properties, such as toxicity, are especially related to the presence of certain functional groups and therefore best understood on the molecular fragment level. The fragment level pretext task is based on decomposing the molecules into fragments of random sizes and removing the edges between distinct fragments, then training the model to recognize which fragments originate from the same molecules. This is cast as a binary classification problems where the logits are obtained by dot product comparison of pairs of feature representations.

- **Atom level**: The core of GNNs is to extract node level representations from which graph level representations can then be obtained, it is therefore critical to also pretrain the GNN at the node level to ensure useful graph level representations. The atom level pretext task is defined as a classification problem to recognize which fragment each atom belongs to. Using the same 2000 fragments as in the molecule level task, therefore critical to also pretrain the GNN at the node level to ensure useful graph level representations. The atom level pretext task is defined as a multi-label classification task where the model is taught to recognize which fragments, from a predefined list of 2000 molecular fragments, are present in the molecule.

The final loss to optimize is a weighted combination of the loss for each task:

\[ \mathcal{L}_{\text{final}} = \lambda_{\text{atom}} \mathcal{L}_{\text{atom}} + \lambda_{\text{fragment}} \mathcal{L}_{\text{fragment}} + \lambda_{\text{molecule}} \mathcal{L}_{\text{molecule}} \]  
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