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(Top) Waterbirds [1]; (Bottom L)
ImageNet-C [2]; (Bottom R) NORB [3]

Does the object-centric bias of supervised learning improve downstream performance on transfer tasks?
We find strong effects for Waterbirds and ImageNet-C, but weaker effects for NORB.



