
3D Infomax improves GNNs 
for Molecular Property prediction

Molecular property predictions are better when 
additionally informed by 3D geometry 

However, 3D information is often unavailable. We pre-train a 
GNN to generate implicit 3D information from 2D inputs which it 
can use to inform downstream molecular property predictions.

• More accurate than 2D methods but fast
• Highly transferable and robust representations
• Principled SSL: we know that 3D reasoning helps 

(1) SSL pre-training: the MPNN learns to generate latent 3D representations 
from 2D inputs. (2) transfer MPNN and tune for property prediction

Multi-conformer contrastive objective:
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Directly generating 
molecular 
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baseline 


