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1. Contrastive Learning: learning an informative 
representation  by encouraging the contrastiveness 
between similar (positive: different views of the same image) 
and dissimilar (negative: different images) sample pairs. 

To learn a good representation: (1) positive pairs should be 
close to each other in the feature space, (2) negative pairs 
should be far away from each other in the feature space.  
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Our Contribution:  
(1) we propose a novel framework for contrastive learning 
with a general -divergence family 
(2) we provide an optimal design for the similarity function 
with Gaussian kernels 
(3) Experimentally, our objectives consistently outperform 
InfoNCE loss
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2. InfoNCE loss: the most popular contrastive learning loss 
 

    Similarity score between positive pairs        Similarity score between negative pairs 

InfoNCE can be seen as a lower bound on mutual 
information:  ,  
where .  

We aim at generalizing the KL divergence to -divergence.

ℒ = 𝔼(x,y)∼p𝚙𝚘𝚜
[k (g(x), g(y))] − 𝔼(x,yi)∼p𝚍𝚊𝚝𝚊⊗p𝚍𝚊𝚝𝚊

log(
N

∑
i=1

exp(k (g(x), g(yi)))

I(X , Y ) ≥ log(K ) + ℒ
I(X; Y ) := DKL( p(x , y)∥p(x)p(y))
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3. -Mutual Information and -MICL objective 

(1) Estimating  directly is generally challenging so we 
consider the dual problem instead: 

 
where  is the (monotone) Fenchel 

conjugate of , and is always monotonically increasing. 

(2) -MICL objective: In contrastive learning:     
 

 Thus our -MICL objective: 
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If (X; Y )

If (X; Y ) ≥ sup
T∈𝒯

if (X; Y ) := 𝔼(x,y)∼p𝚙𝚘𝚜
[T(x, y)] − 𝔼(x,y)∼p𝚍𝚊𝚝𝚊⊗p𝚍𝚊𝚝𝚊

[ f*(T(x, y))],

f *(t ) := sup
x∈ℝ+

(x t − f (x))
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T (x , y) = k (g(x), g(y))
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sup
T∈𝒯

if (X; Y ) := 𝔼(x,y)∼p𝚙𝚘𝚜
[k(g(x), g(y))] − 𝔼(x,y)∼p𝚍𝚊𝚝𝚊⊗p𝚍𝚊𝚝𝚊

[ f*(k(g(x), g(y)))]

4. Optimal similarity function 
We assume that: 

  

And derive:   

Our complete objective is :

 

pg(g (x), g (y)) ∝ Gσ(∥g (x) − g (y)∥2) := μ exp (−
∥g (x) − g (y)∥2

2σ2 )
k*(g (x), g (y)) = f ′ (CGσ(∥g (x) − g (y)∥2))

𝔼(x,y)∼p𝚙𝚘𝚜
[ f′ ∘ Gσ(∥g(x) − g(y)∥2)] − 𝔼(x,y)∼p𝚍𝚊𝚝𝚊⊗p𝚍𝚊𝚝𝚊

[ f* ∘ f′ ∘ Gσ(∥g(x) − g(y)∥2)]

5. Experiments 
(1) Overall comparison between SOTA and our -MICL  

(2) Gaussian kernel 

(3) Uniformity and Alignment
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* : feature embedding;  : the derivative; : the Fenchel conjugate. g f ′ f *


