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Our Dataset:Problem:

Method:
• A tethered fly (Drosophila melanogaster) is

recorded using six multi-view infrared cameras and
a two-photon microscope. The dataset includes 40
animals over 364 trials, resulting in 20.7 hours of
recordings with 7,480,000 behavioral images and
1,197,025 neural images.

• Relating behavior to brain activity is a fundamental goal in
neuroscience, with practical applications in building robust brain-
machine interfaces. However, the domain gap between individuals is a
major issue that prevents the training of general models that work on
unlabeled subjects.

• Since 3D pose data can now be reliably extracted from
multi-view video sequences without manual intervention, we propose
to use it to guide the encoding of neural action representations
together with a set of neural and behavioral augmentations exploiting
the properties of microscopy imaging. To reduce the domain gap,
during training, we swap neural and behavioral data across animals that
seem to be performing similar actions
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Method:• The loss function maximizes the mutual information between two
modalities, 3D pose and neural microscopy recordings. Table 1

Table 2

• Our swapping augmentation strongly improves action recognition
compared to the regression and multi-modal contrastive (SimCLR)
baselines. Uni-modal neural contrastive training cannot generalize across
subjects, due to the large domain gap in neural modality.


